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Abstract: Privacy sensitive information (PSI) detection tools have the potential to help users
protect their privacy when posting information online, i. e. they can identify when a social media post
contains information that users could later regret sharing. However, although users consider this type
of tools useful, previous research indicates that the intention of using them is not very high. In this
paper, we conduct a user survey (n=147) to investigate the factors that influence the intention to use
a PSI detection tool. The results of a logistic regression analysis indicate a positive association of
intention to use a PSI detection tool with performance expectation, social influence, and perception of
accuracy of the tool. In addition, intention is negatively associated with privacy concerns related to the
tool itself and with the participants’ self-perceived ability to protect their own privacy. On the other
hand, we did not find significant association with the participants’ demographic characteristics or social
media posting experience. We discuss these findings in the context of the design and development of
PSI detection tools.
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1 Introduction

With the expansion of online services such as social
media, the amount of data that users share with others
has increased. The consequence of this massive sharing
of information is that in some cases users post privacy
sensitive information, accidentally or without under-
standing possible consequences. This privacy sensitive
information (PSI) can then be misused by others [1]
and users have indicated that they regretted posting
such information [2, 3].

There have been recent efforts to implement privacy
enhancing technologies related to this problem: Pri-
vacy Detective [4] and PrivacyBot [5] are two exam-
ples of privacy enhancing tools that can detect privacy
sensitive information in unstructured texts. Although
these tools have potential to help users to make in-
formed decisions and protect their privacy, little re-
search has been conducted on how users perceive them.
In an initial research in this area, it was found that
participants considered PSI detection tools useful and
interesting, but their level of intention of using the tool
was not high [6].

For these type of tools to succeed in their objective,
there is a need to understand which factors help or
hinder their use. Therefore, in this paper, we conduct
a user survey to quantitatively investigate the factors
that positively or negatively influence user intention to
use PSI detection tools.
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2 Related Work

We first report about studies on the adoption of
general or other privacy enhancing technologies. In
the second subsection, we specifically highlight related
work on PSI detection tools.

2.1 Adoption of Privacy Enhancing Technolo-
gies

User studies on adoption of privacy enhancing tech-
nologies (PETs) [7] and transparency enhancing tech-
nologies [8] that support user decisions indicate that
these type of tools have promise in guiding users to
make informed decisions. Although there is a broad
technical discussion how to implement and build PETs,
the investigation of acceptance factors and the users’
intention to adopt PETs is still scant [9]. Recent stud-
ies mostly utilised the Technology Acceptance Model [10]
such as work on Tor [11, 12, 13, 14], attribute-based
credentials [15, 16, 17] or virtual private networks [11,
12, 18]. However, all of the investigated PETs have in
common that they have their main popularity among
privacy experts – maybe with the exception of virtual
private networks which are also used to circumvent geo-
blocking for streaming services [19].

2.2 PSI detection tools

PSI detection is a growing research area [20]. Per-
sonally identifiable information prediction models [3,
21] and automatic recognition processes [21] have been
developed for email data; mechanisms to detect pri-
vacy sensitive health information have also been pro-
posed [22]. In the case of social media, approaches for
PSI detection in tweets have been proposed [23, 24, 5],
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to identify details such as vacation plans [23], for ex-
ample, or whether the tweet contains information clas-
sified based on the EU GDPR [5].

Research on how to improve PSI detection is expand-
ing, but on the other hand there is limited research on
how users perceive this privacy technology. A user sur-
vey was previously conducted to initially explore how
users perceived a PSI detection tool, what are their
opinions about such a tool, and whether features such
as explanation of the results of the tool influenced their
opinion [6]. The study found that the PSI detection
tool was considered useful and interesting, but that
participants had a neutral intention to use the tool.
In addition, one of the most frequent type of qualita-
tive response was the opinion that the tool was useful,
but for others rather than themselves.

The limitation of that study is that there was no
quantitative validation of the impact of participants’
negative and positive opinions on their intention to use
the tool. In this paper, we address this limitation by
conducting a logistic regression analysis with the fac-
tors identified in [6].

3 Method

In this section, we describe in detail which factors
were considered in the analysis.

3.1 Model Design

A previous study classified both positive and nega-
tive opinions about a PSI detection tool [6]. The most
frequent positive opinions were on the tool’s usefulness,
the perception of the tool as a ”good idea” or interest-
ing. On the other hand, the most frequent negative
opinions were on the tool’s privacy risk, the perception
of the tool as not useful for the participants themselves,
too high sensitivity in information detection, concerns
about performance, and inconvenience. In this study
we wanted to quantitatively investigate the influence of
these variables on user intention.

In addition, we considered social media experience
and demographic characteristics (age and gender) as
independent variables. Finally, we considered Social
influence, a factor of the Unified theory of acceptance
and use of technology (UTAUT) [25] that was not iden-
tified in the participants’ comments, but that is rele-
vant for this type of privacy tool [9].

3.2 Questionnaire

We presented the participants a questionnaire to an-
swer about a privacy alert tool for social media. We
first asked participants to imagine that there is a tool
that detects privacy sensitive information in online so-
cial media posts, that works by automatically analyzing
text and showing an alert message if the text contains
privacy sensitive information, so that the user can de-
cide whether to continue posting, rewrite or not post.

We described the tool as free and provided by a rep-
utable organization not associated with the social me-
dia site. We also indicated that the use of the tool is

voluntary, not obligatory, and that the provider indi-
cated that they would not sell the users’ data or use
it for purposes other than detecting privacy sensitive
information disclosure. We included these descriptions
as a way of establishing a level of trustworthiness of the
tool based on a realistic scenario, since these concerns
have been raised by participants [6] and trust in a PET
has been shown as one of the main drivers in previous
studies [8, 26, 27].

We then showed examples of alerts of the tool for
different types of PSI (Figure 1) and asked the par-
ticipants to answer the questionnaire based on their
perception.

Figure 1: Alert examples of the PSI detection tool
shown to the survey participants. Types: Health, Sex-
ual Orientation, Family Issues, Alcohol/Drug Use.

Table 1 shows the details of the questionnaire’s main
items.

Besides the questionnaire items based on the quali-
tative findings of previous research [6], we also included
questions about the participants’ experience of regret
of posting privacy sensitive information, and their past
social media posting frequency, and frequency of inten-
tionally posting personal information (Table 2).

In addition to the main items, we also asked par-
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Table 1: Questionnaire items related to perception,
on a 7-point scale from Strongly Disagree to Strongly
Agree.

Construct Question
Intention I would use this tool to receive this

type of privacy alert.
Performance
expectancy

This tool would be helpful to decide
whether or not to post certain infor-
mation on social media.

Effort
expectancy

Using this tool would be inconve-
nient.

Privacy
concern

I am concerned about the privacy
risks of using this tool.

Social
influence

I would use this tool only if people I
know used it.

Perceived
accuracy

Based on the examples, I think the
tool correctly detects privacy sensi-
tive information.

Privacy
self-efficacy

I can avoid accidentally posting pri-
vacy sensitive information on social
media.

Table 2: Questionnaire items related to past social me-
dia experience.

Construct Question
Posting
regret expe-
rience

Have you ever had the experience
of posting personal information on
social media and then regretting it?
(Yes/No)

Social media
posting freq.

I post on social media.
(Never - Very frequently)

Personal in-
formation
posting freq.

I post personal information on social
media intentionally (not by mistake)
(Never - Very frequently)

ticipants about the social media sites they used most
frequently and the type of provider they thought would
be appropriate for this type of privacy tool.

3.3 Data Collection

The survey was conducted between November 27-
28, 2020, using the Amazon Mechanical Turk platform
(AMT). We recruited AMT workers with the following
characteristics: USA, Canada, UK or Australia work-
ers, a 99% task approval rate, and a minimum of 1000
worked tasks.

We initially collected 150 participant responses. We
reviewed the answers to the attention check question
and identified 3 invalid responses, which were elimi-
nated from the data. This resulted in 147 valid re-
sponses.

4 Results

This section discusses the samples’ characteristics,
describes the results and presents a logistic regression.

4.1 Sample Characteristics

The participants’ gender distribution was 26% fe-
males (38) and 54% male (79), with 20% blank re-
sponses (30). The participants’ age distribution is shown
in Figure 2.

Figure 2: Percentage distribution of participants’ age.

Our sample distribution contains fewer female users,
but matches the age structure and social media site
preference compared to recent reports [28].

The results also show that Facebook was the social
media site most frequently used by participants, fol-
lowed by Twitter (Figure 3). Other social media sites
mentioned included YouTube and Reddit.

Figure 3: Answers to the questionnaire item ”Please
indicate the social media site you post to most fre-
quently”

Finally, as Figure 3 shows, participants chose the so-
cial media site itself as an appropriate provider for this
type of privacy tool more frequently than other types
of providers. Other responses included non-profits.

4.2 Descriptive statistics

Figure 5 shows the percentage distribution of re-
sponses to main items. One can see that for the con-
struct Intention the majority answered with Yes. For
the perception constructs, the majority of the partici-
pants disagreed with the statements on effort expectancy,
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Figure 4: Answers to the questionnaire item ”Which
type of provider would be appropriate for this type of
privacy tool?”

privacy concern and social influence, but agreed to per-
formance expectancy, perceived accuracy and privacy
self-efficacy. For the experience variables, the majority
of participants answered No regarding their Posting re-
gret experience and also responded that they did not
frequently shared personal information on social media,
although most participants indicated that they posted
frequently in general.

Figure 5: Percentage distribution of responses to main
items.

4.3 Logistic Regression Analysis

We first converted the Intention variable to a Yes/No
variable, removing 9 cases with a neutral response. In
addition, since there were blank responses for age, we
used the mode (male) to impute missing data for the
purposes of this analysis. The independent variables
were treated as numeric with the exception of Posting
regret experience (Yes/No), gender and age.

The result of the logistic regression analysis shows
that five variables were significant: performance ex-
pectancy, perceived accuracy, social influence, privacy
concern and privacy self-efficacy. Table 3 shows the
detail of the results.

Table 3: Logistic regression results (significant coeffi-
cients).

Variable Estimate
(Std. Err)

p-value Odds ratio
(95% CI)

Performance
expectancy

1.28 (0.26) <0.001 3.60 (2.27-6.45)

Perceived
accuracy

0.55 (0.27) 0.042 1.73 (1.03-3.00)

Social
influence

0.55 (0.26) 0.033 1.73 (1.09-3.02)

Privacy
concern

-0.44 (0.18) 0.015 0.65 (0.44-0.90)

Privacy
self-efficacy

-0.54 (0.25) 0.034 0.58 (0.34-0.94)

Of these, performance expectancy, that is, the per-
ceived usefulness of the tool, had the strongest positive
association. Previous findings shows that most positive
opinions about the PSI detection tool were related to
its potential usefulness [6]. This result suggests that
participants can clearly imagine that the tool would be
helpful to make privacy decisions.

Social influence, whether the participant would use
the tool if someone else they knew used it, and per-
ceived accuracy, whether the participant thought the
tool correctly detected privacy sensitive information,
also had a positive association of a similar strength.
Perceived accuracy, in particular, is a variable over
which developer of the tool has influence. The results
suggest that improving the reliability of these tools,
and validating that users consider them accurate is im-
portant to promote their use.

In the case of the variables with negative associa-
tions, the result show that privacy concern and privacy
self-efficacy were significant. These variables can also
potentially be addressed directly: privacy concern, the
worry that the use of tool itself involves a privacy risk,
is related to the concern that the tool will store and
misuse the users’ text [6]. This concern may also be
the reason why the social media site itself was chosen
as the most appropriate provider for a PSI detection
tool, since the the users are already posting their infor-
mation on these platforms.

In this study, we did not measure whether indicating
that the provider would not misuse the data reduced

4



the level of privacy concern, but one way of address-
ing this issue could be to provide technical and legal
assurances that the users’ privacy would be protected;
future work could investigate this by manipulating the
type of assurances given by the provider and evaluating
its effect.

In the case of privacy self-efficacy, the tool could be
designed to provide the user some evidence of their
actual privacy efficacy. For example, the tool could
measure the privacy risk score of the users’ past social
media posts, similar to the approach proposed by [29],
or give the user examples of previous posts where they
might have revealed privacy sensitive information.

Finally, from the non-significant results we see that
previous social media experience and demographics were
not significantly associated with intention. In addition,
effort expectancy was also not significantly associated.
In this study, the participants were only presented with
mockups of the alert; it is possible that the effort or
potential ”annoyance” of actually receiving the alerts
would have a stronger negative effect.

4.3.1 Limitations

Since the study was aiming to prepare the ground
for conducting a larger scale study, we only used lim-
ited resources, i. e. we used single-items to measure the
factors of interest. Additionally, the sample size was
on the lower side for this type of analysis, where a
rule-of-thumb is 10-20 participants per variable of inter-
est. This means that only medium sized to large effects
could be detected. Future work will address these lim-
itations by conducting a larger scale study to validate
the results of the current study.

5 Conclusions

In this paper, we investigated the factors associated
with user intention to use a PSI detection tool. We con-
ducted a user survey and obtained responses from 147
participants. The results of a logistic regression analy-
sis indicate that intention to use the tool is positively
associated with performance expectancy (usefulness),
social influence and perception of accuracy. On the
other hand, intention is negatively associated with pri-
vacy concerns about the tool, and with the perception
that participants could avoid privacy risks by them-
selves (privacy self-efficacy). Future work is planned
to evaluate the effect of these variables and investigate
their strength on different conditions of the PSI detec-
tion tool.
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